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A previously conducted study has developed a comprehensive framework that combines Machine Learning techniques and environmental assessment to facilitate decision-making in Process System Engineering (Prioux et al., 2023). This framework consists of five distinct steps: goal and scope definition, data architecture establishment, sustainability assessment, data visualization and result analysis, and the final decision-making process. The data architecture itself is directly influenced by the construction of big data architecture and comprises five sub-steps: (i) data collection and extraction from Knowledge Engineering, (ii) data enrichment and storage facilitated by Process Engineering and Machine Learning (ML), (iii) data cleaning, (iv) analysis of (raw) data, and (v) visualization of (raw) data. In the third step, environmental impacts are calculated, while the fourth step involves the utilization of ML tools for analyzing and visualizing the obtained results. To evaluate the efficacy of this approach, a comparison of various biomass pretreatment processes for glucose production was conducted. The primary objective of this study is to examine the steps of data enrichment and data cleaning in detail. To obtain relevant scientific articles, a targeted search using specific keywords was conducted on platforms such as Science Direct and Web of Science. However, it was observed that the data quality among these articles is inconsistent, with the presence of potential inconsistencies. Leveraging Machine Learning (ML) techniques enables us to enhance the quality of the data. This research paper seeks to emphasize the significance of ML, particularly neural network tools, in the context of environmental assessments within the realm of Big Data. The key focal points of our approach encompass enriching data from literature sources to simulate processes and identifying outliers within the extracted data.

Introduction
Recent years have seen the emergence of action plans for climate, sustainable development or the environment such as the European "Green Deal" plan of January 2020. One of the main action plans, entitled "Action Plan for the Circular Economy," proposes to use the circular economy (CE) model to simulate the use of sustainable models. To achieve sustainable models, "life cycle thinking" can help improve environmental performance while maximizing economic and social benefits (Belaud et al., 2017). Several comprehensive methods have emerged to design waste recycling processes that fit into the circular economy (Grimaud et al., 2017). Agriculture is a particular area where CE and "life cycle thinking" have developed over the past decade. A large portion of agricultural waste is lignocellulosic by products that can be converted into bioenergy, biomolecules, or biomaterials. 
In the past three decades, a considerable amount of research has been conducted and published on various pretreatment processes (Davis et al., 2017). However, a notable gap exists in terms of standardized criteria that can aid in selecting the most suitable technology pathway among the available options. Incorporating environmental, economic, and social assessments within a Circular Economy (CE) framework offers a promising approach to address this challenge. These assessments necessitate a substantial volume of data, particularly process-related data that can potentially be sourced from scientific or technical literature or generated through simulation techniques (Morales-Mendoza et al., 2012). Scientific articles outlining the recovery processes for agricultural by-products represent a significant yet underutilized data source. Handling such a large quantity of data can pose challenges; however, numerous tools and methods now exist for this purpose, including those derived from "Big Data" or artificial intelligence, such as machine learning (ML). By leveraging these technologies, environmental assessment tools like Life Cycle Assessment (LCA) can effectively analyze process data and assessment outcomes. The proposed approach establishes a connection between machine learning and sustainability assessment, providing valuable support to researchers and engineers in the analysis and comparison of diverse lignocellulosic biomass pretreatment processes and biomass types within the circular economy context. 
Previous work has developed a complete framework for decision-making in Process System Engineering by coupling Machine Learning techniques and environmental assessment (Prioux, Ouaret, & Belaud, 2022; Prioux, Ouaret, Hetreux, et al., 2022). Five steps characterize this framework: goal and scope, data architecture, sustainability assessment, data visualization and analysis of results and decision. The data architecture is directly inspired by the construction of big data architecture and consists of five sub-steps: (i) data collection and extraction from Knowledge Engineering (ii) data enrichment and storage thanks to Process Engineering, and thanks to Machine Learning (ML) (iii) data cleaning (iv) (raw) data analysis, and (v) (raw) data visualization. The third step, environmental impacts are calculated. In the fourth step, the use of ML tools for analysis and visualization of results. The approach is tested on the comparison of biomass pretreatment processes for glucose production. This paper focuses on the data enrichment and data cleaning steps. 

General approach
In this section, the steps of our approach are briefly explained and the global methodology is presented in Figure 1. In the first step, the purpose and boundaries of the study must be clearly defined. "Life cycle thinking" is recommended. This thinking encourages a "cradle-to-grave" or "cradle-to-gate" approach if the logistics of a value chain is difficult to obtain or even "cradle-to-cradle" in circular engineering. The system boundaries and functional unit significantly influence the evaluations. For example, it needs to be clarified whether the upstream biomass supply chain is taken into account. Once the objective and scope are properly defined, the supply chain, technologies and transformation processes must also be described.

The data architecture is directly inspired by the construction of the Big Data architecture and consists of five sub-steps: (i) data collection and extraction (ii) data enrichment and storage (iii) data processing (iv) (raw) data analysis and (v) (raw) data visualization. This step can be automatic, semi-automatic or manual and uses methods from knowledge engineering or ML. The prediction of glucose yield has been accomplished using an optimized artificial neural network model. Subsequently, the interaction between inputs and outputs is visualized through the utilization of partial dependence plots (PDP) and individual conditional expectation plots (ICE).

The third step consists of completing the life cycle inventory using the process data from the previous step. The inventory is completed with free or commercial databases such as the EcoInvent database containing background data. Next, one or more impact calculation methods must be determined in accordance with the first step, which incorporates the nature of the study and the system. The sustainability impacts or even the damage spheres are calculated. At the end of this step, the main result is a structure [processes: biomasses: impacts] that is difficult to analyze. 

The step of visualization and analysis of the results includes ML-derived methods to assist in the analysis of this matrix. Starting from the statistical literature, traditional Multi-Dimensional Scaling and unsupervised clustering techniques (k-means) are combined to extract relevant information. Finally, the user analyzes the points grouped in clusters to link them to significant processes/impacts. The visualization of the clusters will help the researcher or R&D engineers in the final decision according to the objective of their studies.

The following paragraphs will focus on the data enrichment and data processing steps. After the data collection and extraction step, all data needed to pursue our methodological framework are stored in structured, easy-to-use databases. It is from this base that we will carry out the enrichment and the processing, analysis and visualization of the data. 
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Figure 1. Five main steps of the approach from (Prioux, Ouaret, Hetreux, et al., 2022)
Data enrichment and processing

Data enrichment is the process of adding data from experts or data from experts or models in the studied domain. Depending on the domain studied, the models can be empirical numerical simulations, thermodynamic or energetic simulations or energy simulations, material transfer or transformation functions or even chemical reactions. This enrichment depends on the stakeholders of the study and the models available in the field of study. It is also possible to use neural networks to enrich the data. In our case study, for example, processes can be simulated. Indeed, the data extracted from the scientific literature will be used as a learning base and a test base for our model and once our model is set, processes can be simulated.  

The data processing sub-step involves cleaning, adding and deleting data for volume and value management of the database under study. After this processing, a final, more accurate and accessible database can be generated.  The processing saves time in the following steps and avoids incorrect interpretation in the during the raw data analysis sub-step and the sustainability analysis step. This step is done by the expert in a manual or semi-automatic way. An use in this case of neural network interpretation methods to understand the influence of the inputs on the result allows analyzing the processes one by one and to notice aberrant processes. In our case study, we will use the methods of partial dependence plots (PDP) and individual conditional expectation plots (ICE) (Friedman, 2001). Partial dependence helps to understand the marginal effect of a predictor (or a subset of it) on the predicted outcome. Essentially, it allows us to understand how the variable of interest changes when we change the value of one predictor while accounting for the average effect of all other predictors in the model. The ICE method, instead of averaging the predicted values for all observations, plots the predictions of each copy for each observation. Thus, an ICE plot visualizes the dependence of the predicted response to a predictor for each observation separately. This results in several lines, one for each observation, compared to one line for the PDP plot. A PDP plot is the average of all the plots in an ICE curve.
Case study

The approach is tested by comparing biomass pretreatment processes for glucose production. Only the environmental area is considered.
The goal of the study is to help a researcher select a process for glucose production. The boundaries range from biomass to the enzymatic hydrolysis step i.e., a “cradle-to-gate” approach. Biomass is considered as a waste – the impacts of agricultural phases are attributed to the end product. If the biomass is considered as a co-product, the impacts of the production of the final product will be split between it and the biomass. The biomass transport phase impact is minor – the biorefinery is close to the field. The functional unit is “1 g of glucose” and all results are expressed based on this unit. 
Thanks to specific keywords in Science Direct and Web of Science, twenty articles have been selected. Relevant data from these articles are extracted semi-automatically using an ontology (Lousteau-Cazalet et al., 2016). This represents more than 23.000 data (numeric or text). Each scientific article is entered in the ontology with its meta-information (source type, reputation, citation data). The ontology structures the process data and ensures an export in CSV files supplying internal software. This software developed on Microsoft Excel conducts a first “cleaning” of the data by simulating the processes to calculate and check the mass balance. After this sub-step, we remove the data of three articles because they contained inconsistencies or many missing data points that are not amenable to be verified by the simulation. In the following we study 78 processes that deal with four different biomasses (bagasse, corn stover, rice straw, wheat straw) and two types of processes (purely mechanical processes with or without ultra-fine milling). 

For the regression, Orange allows making the succession of the steps in a visual and automatic way. After the data are extracted in the software and extracted in the software and then normalized, the variable of interest is specified as well as the input variables. Normalization is the transformation of the values into centered and reduced values. The input variable is the glucose yield (glucose_yield). Only the numerical input variables are considered: Theoretical possible glucose yield, enzymatic activity, minimum size of the solid output constituent of the milling steps, temperature (maximum), quantity of biomass input, quantity of buffer liquid and the duration of the enzymatic hydrolysis step (Figure 2). 

The variables are separated into two groups:
· the training group: these are the data that will train the ML model.
· The test group: these are the data that will allow evaluating the reliability of the model by comparing the value predicted by the model to the value corresponding to this group.
The training group represents 80% of the data, i.e., 63 experiments and the test group 20% or 15 experiments. Five models are tested on Orange and it is the RN model which is the best with R2 = 0.974. The RN is composed of 4 layers of 100 neurons each. The visualization of the predicted data according to the real data is represented on the figure 3.
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Figure 2. Prediction of glucose yield by neural networks
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Figure 3. Visualization of the glucose yields predicted by the neural network model as a function of the actual real glucose yields (normalized values)
[bookmark: _GoBack]Once the regression is done, it is possible to use the model to "simulate" experiments without having to do real experiments. It is recommended to stay within the ranges of the input variables. To visualize the distribution of the different input variables, the PDP and ICE graphs are. An example  of the impact of glucose rate buffer liquide quantity are presented in the Figure 4. We notice that the ICE curves are globally similar to each graph, that is to say that the experiments evolve in the same way if we vary the variables 1 to 1. The PDP and ICE illustrate the relationship between a selected input variable and the output prediction of the ANN while holding other input variables at fixed values. It provides insights into the impact and influence of a specific input variable on the prediction outcome. By examining the shape and trend of the PDP curve, one can infer the nature and magnitude of the relationship between the input variable and the prediction. A horizontal PDP curve indicates that the input variable has no significant influence on the prediction, while non-linear or varying curves suggest a more complex relationship.
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Figure 4. Centered partial dependence plot (in yellow) and individual conditional expectation (in black)
Conclusions
To conclude, a five-step approach coupling data science and environmental assessment for researchers or R&D engineers in a preliminary study has been presented in this paper. The enrichment and processing steps have been the most detailed with the addition of AI methods such as neural networks and two methods of interpretation of these networks: PDP and ICE graphs. We have seen that neural networks can simulate new processes thanks to the data extracted from the literature. However, these processes will have to remain within the limits of the processes that were used to train the model. 
Several limitations have been identified: 
· The data from the scientific literature are by nature data from a series of batch experiments in the laboratory. The life cycle analysis (LCA) is therefore performed for a low level of technology readiness level (TRL) or maturity (TRL 1/2).
· The neural networks can simulate processes which are not in the scope of literature data.
· The abundance and the quality of the data are not sufficient for these new technological processes.
· Some knowledge of the data and models is needed to find outliers in the PDP and ICE graphs.

Several perspectives on the method and the case study can be identified: 
· Integration of the agricultural upstream phase and consideration of the overall supply chain according to a dynamic analysis.
· The policy of impacts related to effluents can be modified by taking into account the future of these effluents and their valorization in the framework of the circular economy.



· The implementation of another ML method to find the outlier.
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